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1. INTRODUCTION
The energy stored in the SPS and LHC beam is orders of magnitudes above the damage level of accelerator components like vacuum chambers, magnets, etc. For this reason both SPS and LHC must be protected by Beam Interlock Systems (BIS). The role of the BIS is to prevent injection and extraction or dump the beam whenever a failure may lead to damage of accelerator components. The BIS reaction times are on the time scale of microseconds, mostly limited by transmission delays in electrical and optical components. BIS are designed to provide very high safety and availability since they have to protect very costly equipment. Ideally the interlock signals attached to the BIS must cover all failures of equipment that may affect the beam. In practice the coverage is limited for historical reasons (SPS North transfer lines) or for practical reasons because of the complexity of certain conditions that involve combined ‘failures’ of multiple equipment. Software Interlock Systems (SIS) are used to provide further protection of the accelerator and to handle situations that are not as time critical, i.e. on the timescale of seconds as compared to microseconds for BIS.
This document starts with a short description of hardware and software interlock systems. The present SPS Software Interlock System is described, including the limitations that require a new development. Boundary conditions and requirements for a new SIS are then described. The interfaces of the SIS with the General Machine Timing and Beam Interlock Systems are defined.
2. HARDWARE AND SOFTWARE INTERLOCKING

2.1 Hardware interlock systemS
The basic architecture and functionality of Beam Interlock Systems at the SPS and LHC may be described as follows.

· A number of BIS users (also referred as clients) provide interlock signals (also referred to as permits) to the BIS. The permits are logical signals that may be TRUE (beam operation is allowed, no interlock) or FALSE (beam operation is not allowed, interlock present). The signals are derived from the internal state of the user, from beam measurements, etc.
· The BIS applies an appropriate logic to the client signals and generates one (or more) output signals. A simple logical AND is usually applied to the majority of client signals. The output signals are referred to as beam permit, injection permit and extraction permit signals.
· The BIS permits are send to kicker systems (injection, extraction, beam dump) that will react according to the logical state of the permits. The loss of the permit signal leads to a beam dump (dump kicker firing) or to an injection or an extraction inhibit (injection or extraction kickers are not fired).
This principle is shown in Figure 1.
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Figure 1 : Basic principle for a Beam Interlock System (courtesy B. Puccio).
For hardware interlock systems the connections between client systems and BIS as well as the connections to the kicker system consist of dedicated hardware links (Copper cable or optical fibre). The interlock logic is performed by appropriate hardware modules. The transmission delays within the BIS are minimized. They are typically dominated by the signal transmission delays over the large distances covered by the BIS at the SPS and the LHC. BIS are designed to operate with very high reliability and must be fail-safe. For the case of the SPS and LHC redundant signal transmission is provided to achieve the requirement Safety Integrity Level (SIL). 

Details on the design of the LHC BIS system are described in [1]. The hardware interlocking strategy between SPS, LHC and CNGS is detailed in [2].
2.2 Software interlock system

The architecture of a Software Interlock System (SIS) does not differ fundamentally from the architecture of a BIS. 
The main differences arise from the fact that:

· Signal or information transmission is not performed over dedicated hardware links but through standard software connections over Ethernet.
· The interlock logic is performed by software modules, both within the SIS and at the level of the client system.
· The output signals may be either in the form of hardware or software permit signals.
· The SIS is not a failsafe system, although a reasonable safety must be achieved by a proper design.
· The SIS is not a hard real-time system with hard time constraints. The delays may reach several seconds.
The interest of a SIS system even for an accelerator that is protected by a hardware interlock system arises from a number of points:

· The SIS is able to anticipate failures and prevent a beam from being ‘run’ (i.e. produced, injected or extracted from the injector). Even with appropriate hardware protection in the form of BIS or absorbers, this leads to a reduction of the remnant radiation levels of absorbers and dumps. It also allows a more efficient operation of the accelerator complex. 

· Complex interlock logic may be applied in the SIS, in particular in the form of correlation between different systems or by the addition of complex high level information from the control system.

· Software interlocks are very flexible and may be added rapidly without need for cables or additional hardware.

· The SIS complements hardware interlock and other passive protection systems.
In the context of the CERN accelerator complex the SIS provides permit signals to:

· the General Machine Timing (GMT) System,

· the BIS.
The connection to the GMT system is very important since this system is orchestrating the CERN accelerator complex operation. The signals from the SIS provide the GMT with the appropriate information to stop or abort a given class of beams. An adequate reaction reduces the remnant radiation levels since the beams that are produced must otherwise be disposed on a beam absorber or dump. At the same time the operation of the injectors may be optimized since a replacement beam may be operated instead of the interlocked beam.
The connection to the BIS must be in the form of an input channel to the BIS such that the SIS has the possibility to dump a beam and prevent further beams from being injected or extracted. In this ways the software interlock channels of the SIS have a direct albeit slower connection to the BIS.
3. THE SPS Software Interlock SYSTEM
This section presents the main features of the present Software Interlock System of the SPS as an illustration.  

A Software Interlock System designated by SSIS (SPS Software Interlock System) is used for SPS beam operation since 1995. The architecture of SSIS is shown with some details in Figure 2. 
The SSIS Kernel is run on a PC (itsccr) equipped with dedicated hardware that is used by SSIS to communicate output signals to the timing system MTG (Master Timing Generator) and to the SPS Emergency Beam Dump system (the present SPS BIS).
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Figure 2 : Architecture of the present SPS Software Interlock System SSIS.

Individual interlocks are grouped within SSIS into logical channels that are themselves associated either with the Hadron Beam or the MD Beam output signals shown in Figure 3. Interlocks are generated either internally through the SSIS Accelerator Equipment Monitor (AEM) tasks or externally by systems that can connect to SSIS because the SSIS kernel module appears to other control system components as a standard equipment device. Interlocks generated by the AEM are typically polled once every 20 seconds. 

The interlock logic is conditioned by the SPS mode that describes the current desired state of the SPS. Possible modes are ‘no beam’, ‘beam to target Txx’, etc. 

Every interlock channel may be masked by the operation crews. 

Every interlock is associated to a specific alarm. For masked interlocks the alarm message is not removed, but the message is modified. 

Details of the hardware used by SSIS are presented in Figure 3. 
SSIS provides two hardwired output signals designated by ‘Hadron beam’ and ‘MD beam’ channels. Both signals are sent over dedicated hardware link to the PS MTG in order to stop the beam in the injectors. The Hadron beam channel provides also an input channel to the SPS Emergency Beam Dump system. The relation between SSIS, the MTG (Master Timing Generator) and the SPS Emergency Beam Dump system is shown in Figure 4.
The two output channels are the result of a logical AND of the following signals:
· Four mechanical switches (‘console switches’) are provided to the operators to dump the beam in the SPS and to prevent any further beam injection. Setting one of the switches stops all beams in the SPS.
· Three interlock signals associated to the machine vacuum and main power supplies are split off and added to the SSIS output signals.

· A watchdog system that must be re-armed by the SSIS Kernel every ~ 100 ms.

· The actual software interlock output signals from the SSIS Kernel. 

A bypass switch is provided to deactivate the software signals entirely for tests.
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Figure 3 : Layout of the SSIS hardware that is composed of operator console switches, LED control room display and signal logic. SSIS provides two output signals designated by ‘Hadron beam’ and ‘MD beam’ channels.
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Figure 4 : The relation between the present SSIS system and SPS Emergency Dump System (courtesy B. Puccio).
The major limitation of the SSIS system is the fact that there are only 2 output permit signals. This is insufficient to efficiently handle future SPS operational beams: Fixed Target (FT), CNGS, LHC (potentially more that one type) and MD beams. It is also difficult to adapt to other accelerators.
4. sis DESIGN
4.1 General Design constraints

The new SIS must fulfil the following design constraints.
· The SIS must be able to accommodate the needs of both SPS and LHC. In the future it should be possible to consider an extension to other CERN machines. This implies that the SIS must be easily configurable.
· The SIS must be able to fulfil the requirements of a multi-cycling machine that operates a large diversity of beams and beam destinations. This implies that the number of output permit signals must not be a priori limited to a small number, as is the case for SSIS.
· The SIS must be available during the entire period of accelerator running, including the machine check-out periods before the actual beam operation periods.

· The software design should be made as safe as possible, in particular critical system failures must lead to a complete stop of all beams in the concerned accelerator.

· If the SIS is used for different CERN accelerators with different instances of the system, it must be possible to communicate permit signals from one accelerator SIS to another one, in a way that is similar to what is done for the hardware interlock systems, see for example Reference [2].
4.2 PERMIT signals
The SIS must provide output permit signals to:

· the MTGs that compose the CBCM (Central Beam and Cycle Manager) to stop beams at an early stage in the injector chain and to allow for an optimized accelerator complex performance,
· the new LHC and SPS BIS.
The permit signals may be in the form of software or hardware signals. Initially software connections may be used, to be replaced at a later stage by hardware links if this is considered to be necessary.
5. SIS INTERLOCK SIGNALS

5.1 Individual software interlock CHANNELS

At the fundamental level a software interlock channel is associated to a measurement of a condition, a device state or property, a beam property, etc. The measured property is compared to a desired reference value, with the outcome that the measurement either agrees with the desired value (condition is TRUE) or not (condition is FALSE).

Such a test is defined as an individual software interlock channel (ISIC).

Example : One can consider the state of a power converter that may be ON, OFF, STANDBY or FAULT. The ISIC consists of a comparison of the measured power converter state with its desired state that may be ON or OFF depending on the exact beam and machine conditions.
The ISIC is the basic building block of the SIS interlock logic.

Each ISIC is associated to an accelerator equipment system.

The ISIC constitutes the interfaces between the accelerator equipment systems or accelerator data and the SIS.

The ISIC may encapsulate a test of a single device (see the example above for one power converter) or directly for a group of devices belonging to the same equipment system.

Example : The surveillance of the LHC orbit involves the comparison of ( 2000 position readings with their reference values. Rather than defining one ISIC for each reading, the comparison of all readings may be grouped into a single ISIC.
Each ISIC must have a unique identifier key, a name and a description in clear text.
The output signal of each ISIC is a logical signal that can be in one of tree states: TRUE, FALSE, UNKNOWN. The ISIC is TRUE when the test is successful, FALSE when the test is not successful and the measured property is in an incorrect state. If no information from the device is available (communication problem…), the state of the ISIC must be set to UNKNOWN.

For each ISIC the UNKNOWN state may be mapped either to the state TRUE (the device is not very critical and beam operation may continue) or to FALSE (the device is very critical and by default the beams must be stopped). The mapping of UNKNOWN to TRUE or FALSE must be defined individually for each ISIC.
5.1.1 INTERNAL surveillance clients

The surveillance of a given property or set of properties may be performed by client software that is part of the SIS software package. In that case the equipment data is directly monitored by the SIS system.

Data access may be each through data subscription or by a direct ‘asynchronous’ read (i.e. acquisition timing defined within the SIS).
For data access by subscription, the state of the client system that is being monitored must be verified at regular intervals to ensure that absence of data is not due to a problem with the client system.
For data access without subscription, the update frequency may either be fixed or synchronised to the machine cycle (if applicable). The frequency must be configurable at the level of each individual ISIC. 
5.1.2 EXTERNAL surveillance CLIENTS

It must be possible to assign ISIC channels to external clients. Such clients perform the surveillance tasks directly and deliver directly a logical signal to the SIS.

External clients may either be able to connect to the SIS or may be interrogated by the SIS.

· For the case where an external client connects to the SIS, it must set the state of its assigned channel to TRUE or FALSE. To ensure that the external client process is alive, each external ISIC must be re-armed at regular time intervals. Failing to rearm the ISIC must result in a FAULT state and an alarm. The rearming period must be configurable at the level of each individual ISIC.
· Alternatively the SIS may interrogate the external client for the state of the ISIC. In such a case the update frequency may either be fixed or synchronised to the machine cycle (if applicable). The frequency must be configurable at the level of each individual ISIC. 
5.1.3 Update Frequency

The update frequency of an ISIC depends on the equipment system that is surveyed. A maximum rate of 1 Hz must be achievable for the most critical systems. 
For a pulsed machine like the SPS, the natural update rate corresponds to one update for each basis machine cycle within the machine super-cycle.  
5.2 Logical software interlock channels

The ISICs must be organized into groups that are logically and geographically connected. Such an ISIC group is defined as a logical software interlock channel (LSIC). The state of the LSIC corresponds to the result of a logical operation applied on the state of the ISIC that are associated to the given LSIC. The logical operation may be the AND, the OR or the NOT operator. The state of each LSIC is either TRUE or FALSE.

Example : The state of each power converter of the SPS is associated to one ISIC. The power converter ISICs of the TT41 transfer line are then grouped into one LSIC logical channel that encapsulates the state of all the TT41 converters. Similar logical channels are defined for the other SPS transfer lines and for the SPS ring.

The LSIC is an internal state to the SIS.

A given user system may be associated to more than one LSIC. A given logical channel is associated to a single software permit signal or to a single beam permit signal (for BIC and CBCM permits). The state of the software permit signal is given by the appropriate logical operation applied to all associated LSIC channels.

5.2.1 Update frequency

The state of all LSIC must be re-evaluated at up to 1 Hz, independently of the update frequency of the ISIC.

5.3 PERMIT SIGNALS

The permit signals that are sent by the SIS to the timing and hardware interlock systems are the TOP LEVEL LSIC whose output is exported to external clients: beam interlock and machine timing systems.

Contrary to a normal LSIC the permit signals can never be masked.
5.4 Number of channels

The expected number of exported permit signals is given in Section 6. The allowed number of different permit signals must be at least 50.

The allowed number of different LSIC channels must be at least 500 for each exported permit signal. 

The allowed number of ISIC channels per LSIC must be at least 100.
5.5 Interlock masking

A mechanism to mask individual ISIC or LSIC must be implemented. An alarm must be activated for each masked channel, whether the state of the channel is TRUE or FALSE.

The ability to mask a given ISIC/LSIC must be defined for each channel individually. Masking depends on the rights of the user group that is associated to an operator working with the SIS, see also section 7.

Permit signals are not maskable.
5.6 Interlock latching

Usually the state (TRUE or FALSE) of ISICs and LSICs reacts directly to a change of the equipment conditions, both for the transition from TRUE to FALSE and for the opposite transition.

For certain ISIC or LSIC it is desirable to LATCH the FALSE state: the state remains FALSE even when the underlying equipment returns to its correct state, corresponding to TRUE.  For such a latched ISIC/LSIC the SIS user is required to RESET the latch by an appropriate action at the level of the user interface.

The latch must be applied only after a predefined number of TRUE to FALSE transitions that must take place over a defined time interval.

Example : Hardware interlocks on beam measurements like position or losses are a severe source of downtime for a pulsing machine like SPS if such interlock are always latched, because the large majority of such interlocks are triggered by isolated bad cycles. The latched interlock stops subsequent good cycles, until a reset if performed. As a compromise between protection and performance, a logic may be applied whereby the hardware interlock is not latched, but a software interlock is generated if the same hardware interlock is detected on 2 consecutive cycles (or any similar logic). 
5.7 Interlock conditioning
Each ISIC or LSIC may have a dependence on the machine modes described in appendix 12.4. In other words the ISIC/LSIC may only be relevant for a subset of the machine running modes. A conditioning of the ISIC/LSIC by the mode information must therefore be applied.
Example : One can consider the test of the state of an LHC equipment that is relevant only when the LHC is colliding beam for physics (mode is ‘STABLE BEAMS’). In that case the test is not relevant for other LHC modes. This dependence must be taken into account for alarms and actions on the beam. This dependence may be taken into account at the ISIC or LSIC level.
By default an ISIC/LSIC has no mode dependence and is valid under all conditions. If a condition on the mode has to be applied, then the ISIC/LSIC is effectively masked for all modes that are not relevant.

5.8 Alarms

A distinct alarm must be defined for each FAULT condition. Depending on the ISIC or LSIC, the state UNKNOWN may or may not be associated to an alarm message. A FALSE state leading to a beam stop must be associated to a level 2 alarm in agreement with the new alarm level definition of the LASER system.

Alarms may have a dependence on the machine mode (see section 5.7): for some modes the alarm must be suppressed because it is not relevant under some conditions.

It must be possible to configure a LSIC to ONLY send an alarm but not to act on a beam.

6. SIS PERMIT SIGNALS
This section describes the permit signals that are sent by SIS to the General Machine Timing System and to the Beam Interlock Systems of the LHC and the SPS.

To clarify the requirements and the proposed signal organization, a possible layout of the permits will be presented. This layout is not frozen and will evolve to accommodate requirements from machine operation.
6.1 SIS high LEVEl LSIC
To ensure the highest flexibility and accommodate for limitations of the beam interlock and timing system concerning exported permit signals, the SIS must provide high level LSIC signals that are used to generate the exported permit signals in a clean and well structured way.
The possible list of high level LSICs for the SPS and the LHC are given in Table 1 and Table 2. It must be noted that this list may change in the future to taken into account the evolution of both SPS and LHC. A layout of the SPS machine including transfer lines is given in Figure 5 to illustrate the logical grouping given in Table 1. The signal names are for internal use by the SIS.
Table 1 : This table gives a proposed list of SPS high level LSICs. The first 10 LSICs cover a geographical region (transfer line, extraction channel, ring). The last 5 LSIC correspond to the state of the SPS mobile dump blocks: the permit is TRUE if the block is IN-BEAM.

	SIS LSIC 
	Beam
	Comment

	LSIC.TT10
	All
	Injection transfer line

	LSIC.SPS-Ring
	All
	SPS ring

	LSIC.TT40
	CNGS beam and LHC beam for ring 2
	LSS4 extraction elements and TT40 transfer line

	LSIC.TT41-T40
	CNGS beam
	TT41 transfer line, CNGS target T40 and secondary beam line.

	LSIC.TI8
	LHC beam for ring 2
	TI8 transfer line

	LSIC.TT60
	LHC beam for ring 1
	LSS6 extraction elements and TT60 transfer line

	LSIC.TI2
	LHC beam for ring 1
	TI2 transfer line

	LSIC.TT20
	Slow extracted beam
	LSS2 extraction elements and TT20 transfer line up to TED

	LSIC.TT20-TARGET
	Slow extracted beam
	TT20 transfer line after TED, targets (T2,T4,T6) and secondary beam lines

	LSIC.TED-TT20-IN
	Slow extracted beam
	State of TT20 TED is in-beam 

	LSIC.TED-TT40-IN
	CNGS beam and LHC beam for ring 2
	State of TT40 TED is in-beam

	LSIC.TED-TT60-IN
	LHC beam for ring 1
	State of TT60 TED is in-beam

	LSIC.TED-TI2-IN
	LHC beam for ring 1
	State of TI2 TED is in-beam

	LSIC.TED-TI8-IN
	LHC beam for ring 2
	State of TI8 TED is in-beam


Table 2 : This table gives a proposed list of LHC high level LSICs.

	SIS LSIC 
	Beam
	Comment

	LSIC.INJ-RING1
	LHC beam 1
	Injection elements of beam 1

	LSIC.LHC-RING1
	LHC beam 1
	LHC ring 1

	LSIC.INJ-RING2
	LHC beam 2
	Injection elements of beam 2

	LSIC.LHC-RING2
	LHC beam 2
	LHC ring 2
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Figure 5 : Layout of the SPS ring with transfer lines, targets and mobile dump blocks (TED).

6.2 PERMIT SIGNALS TO BIS

6.2.1 Signal layout
The layout and architecture of the new LHC and SPS BIS are shown in Figure 10 to Figure 13 of the Appendix. The BIS are split into the following sub-systems:

· LHC beam/ring 1.

· LHC beam/ring 2.

· LHC injection for beam 1.

· LHC injection for beam 2.

· SPS extraction for CNGS and LHC beam 2. This system is itself segmented to minimize coupling between CNGS and LHC beams.
· SPS extraction for LHC beam 1.

· SPS ring BIS.

In the future interlock systems for the SPS North Area and SPS injection transfer line TT10 may be added.

The Beam Interlock Controllers (BIC) [1] are the components of the new BIS that are used to collect the user permit signals and to apply the interlock logic (mostly simple AND logic). The BIC are based on the VME standard. Each BIC module accepts a software user permit that is added to the hardware user permits. The SIS must use this BIC software user input to act directly on the beams. 
The exported permit signals to the interlock systems are derived from the high level LSIC signals presented in section 6.1. In some cases there is a one-to-one correspondence between high level LSIC and permit. The correspondence is given for the SPS in Table 3 and for the LHC in Table 4. The SPS ring signal PSIS.CIB.SPS-RING includes presently the interlocks arising from the TT20 transfer line and target area. An appropriate logic is applied to take into account the state of the TED in the TT20 transfer line.
Table 3 : This table gives the correspondence between the SIS permits for the SPS Beam Interlock System and the high level LSIC listed in Table 1. The signals named PSIS.CIB are ‘exported’ to the BIS. The signals to the SPS ring may be sent to any BIC of the SPS ring.
	SIS Permit 
	BIC
	LSIC Signal
	BIS Action

	PSIS.CIB.TT10
	SPS RING
	LSIC.TT10
	Dump SPS beam, inhibit injection

	PSIS.CIB.SPS-RING
	SPS RING
	LSIC.SPS-RING-TT20 = 

(LSIC.SPS-RING).AND.(LSIC.TT20)

.AND.

((LSIC.TT20-TARGETS) .OR. (LSIC.TED-TT20-IN))
	Dump SPS beam, inhibit injection

	PSIS.CIB.TT40
	TT40
	LSIC.TT40
	Inhibit LSS4 extraction 

	PSIS.CIB.TT41-T40
	TT41
	LSIC.TT41-T40
	Inhibit beam in TT41

	PSIS.CIB.TI8
	TI8
	LSIC.TI8
	Inhibit beam in TI8

	PSIS.CIB.TT60
	TT60
	LSIC.TT60
	Inhibit LSS6 extraction

	PSIS.CIB.TI2
	TI2
	LSIC.TI2
	Inhibit beam in TI2


Table 4 : This table gives the correspondence between the SIS permits for the LHC Beam Interlock System and the high level permit signals listed in Table 2. The signals named PSIS.CIB are ‘exported’ to the LHC BIS. The signals to the LHC ring may be sent to any BIC of the LHC ring.
	SIS Permit 
	BIC
	LSIC Signal
	BIS Action

	PSIS.CIB.INJ-RING1
	LHC INJECTION IR2
	LSIC.INJ-RING1
	Inhibit ring1 injection 

	PSIS.CIB.LHC-RING1
	LHC RING1
	LSIC.LHC-RING1
	Dump ring1 beam

	PSIS.CIB.INJ-RING2
	LHC INJECTION IR8
	LSIC.INJ-RING2
	Inhibit ring2 injection

	PSIS.CIB.LHC-RING2
	LHC RING2
	LSIC.LHC-RING2
	Dump ring2 beam


6.2.2 Interface between SIS and BIS

The SIS permit signals will be sent to the BIC module as a software signal through the CERN technical network using the standard AB communication tools (CMW).
To provide protection against failures of SIS, the permit signal must be re-sent at regular intervals. The interval length must be configurable, with a maximum value of approximately 30 seconds (to be finalized during the implementation process). Whenever the permit is not refreshed within the programmed interval, the corresponding BIC software input must be set to FALSE, leading to a beam stop.
6.3 PERMIT SIGNALS to CBCM

The CBCM consists of a group of Master Timing Generators (MTGs) that are at the core of the CERN General Machine Timing system and that are orchestrating the beams in the CERN accelerators. The CBCM is issuing timing signals to run the accelerator equipment according to the beam configuration requested by the operations group. 
External conditions are inputs to the MTGs that are used to send signals to the MTG to inhibit certain beam configurations due to interlocks. At any given time the CBCM compares the beam requests from operation with its input conditions to decide if a beam may be run or not. The comparison takes into account the beam destination set by the OP crews: a beam is stopped when the destination of the beam can not be reached. A list of SPS beam destinations is given in Table 5. For the LHC there are only two possible destinations, LHC ring 1 or LHC ring 2 that are equivalent to the corresponding SPS destinations.
Example: For a CNGS beam, an interlock condition from the TT41 transfer line due to a faulty power converter leads to a beam stop if the desired beam destination is ‘T40-TARGET’. If the beam destination is ‘SPS-DUMP’ which is the case when the beam is not extracted from the SPS ring (for studies…), the beam is not stopped since it does not pass through the TT41 transfer line. It is important to note that for very high intensity beams a hardware interlock system ensures additional protection against potential inconsistencies between desired destination and actual destination of the beam due to a mismatch in equipment settings. Such inconsistencies may themselves be subject to a dedicated ISIC!
When an external condition is set on a beam that is normally due to be executed, the CBCM will execute a spare beam. For the case of the SPS (and also LHC) the spare beam corresponds in most cases to a “no beam” situation. If conditions allow it, the SPS main magnets may execute an economy cycle (reduced magnet pulsing) to save electricity.
The role of the SIS is to provide the CBCM with external input conditions that correspond to the SIS output permits. The state of the various SIS permits must condition the behaviour of the CBCM.
The permit signals (i.e. external conditions in the language of the timing system) to the CBCM system follows a similar structure to the output signals to the BIS, but show slight differences due to the limited number of available beam destinations.
Table 5 : SPS beam destinations for the machine timing system. The last two destinations are identical to the LHC beam destinations.
	Destination
	Beams 
	Comment

	SPS_DUMP
	All
	Beam is dumped in the SPS

	FTARGET
	Slow extracted beams to North area (through TT20)
	Beam is send to North targets T2, T4 and T6

	CNGS
	CNGS beam
	Beam is send to T40 CNGS target 

	LHC2_TI8
	LHC beam for ring 2
	Beam is send to LHC ring 2 through TI8

	LHC1_TI2
	LHC beam for ring 1
	Beam is send to LHC ring 1 through TI2


CBCM external conditions/permit signals for the SPS are given in Table 6. For the SPS there are additional signals for the TT10 injection line (PS to SPS) and for the TT20 north transfer line and associated extraction and targets that are presently not covered by a BIS.
A given beam may be executed by the CBCM depending on the status of the external conditions that are supplied by the SIS. The CBCM signal logic for the SPS is given in Table 7.

For the LHC the main difference between signals to the CBCM and to the BIS is due to the fact that no difference has to be made between injection and actual beam presence in the ring, since the aim of the signal is to stop producing LHC beams by the injector. The two external conditions to the CBCM are given in Table 9.
Table 6 : This table gives the correspondence between the SPS external conditions (permits) for the timing system and the high level LSIC listed in Table 1. The signals named PSIS.CBCM are ‘exported’ to the timing system.

	CBCM External Condition 
	Beam
	LSIC Signal

	PSIS.CBCM.TT10
	All
	LSIC.TT10

	PSIS.CBCM.SPS_RING
	All
	LSIC.SPS-RING

	PSIS.CBCM.CNGS
	CNGS beam
	LSIC.CNGS = (LSIC.TT40).AND.
((LSIC.TT41-T40).OR.(LSIC.TED-TT40-IN))

	PSIS.CBCM.LHC2_TI8
	LHC beam for ring 2
	LSIC.LHC2_TI8 = (LSIC.TT40).AND.
((LSIC.TI8).OR.(LSIC.TED-TT40-IN))

	PSIS.CBCM.LHC1_TI2
	LHC beam for ring 1
	LSIC.LHC1_TI2 = (LSIC.TT60).AND.
((LSIC.TI2).OR.(LSIC.TED-TT60-IN))

	PSIS.CBCM.FTARGET
	Slow extracted beam
	LSIC.FTARGET = (LSIC.TT20).AND.
((LSIC.TT20-TARGET).OR. (LSIC.TED-TT20-IN))


Table 7 : This table presents the signal logic to execute a beam to a given destinations depending on the external conditions that are provided by SIS to the CBCM. 1=’signal must be present’, x=’irrelevant for the destination’. All conditions must be true for a beam to be executed
	Destination
	PSIS.CBCM.TT10
	PSIS.CBCM.SPS_RING
	PSIS.CBCM.CNGS
	PSIS.CBCM.LHC2_TI8
	PSIS.CBCM.LHC1_TI2
	PSIS.CBCM.FTARGET

	SPS_DUMP
	1
	1
	x
	x
	x
	x

	FTARGET
	1
	1
	x
	x
	x
	1

	CNGS
	1
	1
	1
	x
	x
	x

	LHC2_TI8
	1
	1
	x
	1
	x
	x

	LHC1_TI2
	1
	1
	x
	x
	1
	x


Table 8 : This table gives the correspondence between the LHC external conditions (permits) for the timing system and the high level LSIC listed in Table 2. The signals named PSIS.CBCM are ‘exported’ to the timing system.

	CBCM External Condition 
	Beam
	LSIC Signal

	PSIS.CBCM.LHC1
	LHC beam 1
	LSIC.LHC1 = (LSIC.INJ-RING1).AND.(LSIC.LHC-RING1)

	PSIS.CBCM.LHC2
	LHC beam 2
	LSIC.LHC2 = (LSIC.INJ-RING2).AND.(LSIC.LHC-RING2)


7. Configuration

The SIS channels must be configurable, either through a file or a user interface:
· Simple ISIC tests like state comparisons (ON, OFF, FAULT) or algebraic tests (<,>) must be configurable. 

· The association between ISIC and LSIC and between different LSIC must be configurable.

Configuration changes may only be performed by users belonging to the Top user account group (see below).
8. SIS Users

To launch any SIS application in a mode that is not read-only, a user of the SIS must enter a username and password.
Each SIS user account must be associated to a group and to a number of privileges. The privileges define which ISIC/LSIC may be masked by a given user. The group structure must be flexible to accommodate new groups if necessary. At the initial stage the following groups may be considered:

· Read-only: a user of this group may browse all information, but he is not allowed to perform any change on the system.

· Standard user: such a user has the right to mask selected ISIC/LSIC. He is allowed to unmask ANY ISIC/LSIC. He is allowed to reset a latch on a ISIC/LSIC.
· Expert user: this user has the right to mask all maskable ISIC/LSIC. He is allowed to unmask ANY ISIC/LSIC. He is allowed to reset a latch on a ISIC/LSIC.
· Top user: this user has the same rights than the Expert User. In addition he is allowed to modify the configuration and setting of ISIC and LSIC.

· Administrator: the user is the software administrator of the system.
9. DIAGNOSTICS

The alarm message corresponding to a given logical channel must be a clear text message giving the geographical zone associated to the logical channel and a clear message on the fault condition.
9.1 User Interface

A user interface must be provided to the operators for the SIS. 
The UI must provide the list of LSIC associated to each geographical zone and/or beam. A simple search/filter tool must be provided to select LSIC groups based on their name and state. It must be possible to search (filter) for fault conditions, for masked interlocks or for latched interlocks.
The operator must have the possibility to select an individual ISIC or LSIC for masking and unmasking. For each masking operation, the operator must give its name and the reason for the masking. The authorization to mask channels must be linked to the user group. 
The UI must display the list of LSIC with state FALSE.
The UI must display the state of all software permit signals, both for the BIS and for the CBCM.
9.2 Logging
Any state change of all exported permits must be logged.

Any mask change must be logged, including the user responsible for the change.

Any reset action must be logged.

The possibility to log every state change of all ISIC and LSIC for a selected period of time must be evaluated.
10. SYSTEM TESTS

Each individual ISIC and LSIC channel must be tested:

· Transition from TRUE to FALSE and reverse. 

· UNKNOW state conditions.
· Masking, including the authorization checks.

· Latching behaviour and reset (if applicable).
The signal propagation latency must be tested for each system that is monitored by the SIS.

The signal exchange with the CBCM and with the BIC modules must be tested:

· Interlock logic.

· Delays.

· Reaction in the absence of permit signals (SIS not operational).
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12. APPENDIX
12.1 SSIS hadron beam channel input signals
The list of active input channels to the SSIS hadron beam channel in 2004 are:
1. Main Power Supplies error

2. STOPPER MOVING

3. DUMP INTLK DISABLED

4. RADIATION BB4/5 or TI8/TT41

5. Operator request

6. Switching AUXPS / ROCS reload

7. MD PODH in 4 should be off

8. GEF'S EXT.N RELOAD

9. W.Extr. (or N.Extr.) Bumper in bad state

10. HIGH ENERGY STORAGE

11. HIGH INTENSITY ON NORTH TARGET

12. EDF CRITICAL PERIOD

13. WOBBLE FAULT NORTH

14. Injection Interlock Disabled

15. E A UNSAFE

16. SETTING UP SEM OFFSET TABLE

17. SPS VACUUM INTLK. CHAIN BROKEN

18. HIGH INTENSITY/HALO ON WEST TARGET

19. W ZS in bad state

20. MBBT 6202 OUT OF TOLERANCE

21. QBM in 6 ON - should be off

22. Beam loss ring

23. N ZS in bad state

24. TED TT40 

25. TED TI8

26. TBSE TT41

27. TBSE 80243 in bad state or position fault

28. WOBSU N/alarm system communication problems

29. EXTRACTION INHIBIT CHANNEL DISABLED

30. BI-BTV RING or BI-BTV TRANSFER could be IN

31. Extr. Sextupole OFF

32. ZS GIRDERS in beam

33. SCHOTTKY PU in beam

34. TIDV water fault.

35. TED First Turn in beam

36. TED TT60 or TED TT20 in bad state

37. ACCESS CHAIN broken

38. BHZ 377 in bad state

39. COLLIMATORS 1 in bad position or COLLIMATORS STEP 4 in beam

40. COLLIMAT & SCRAP 5 in bad position

41. SCRAPER 5 ENABLED

42. TT10 MAGNETS in bad state

43. West MST/MSE or North MST/MSE in bad state

44. TT60 MAGNET or TT20 MAGNET in bad state

45. P0 Line TAX closed or P0 Line BEND error

46. EAST BUMPERS in bad state

47. COLDEX LSS4

48. MDVW in 5 in bad state

49. STOPPER TT20 or STOPPER north IN with TED OUT

50. East EXT. GIRDER LSS4 in beam

51. MBSG 410 OUT OF TOLERANCE

52. TT40 MAGNETS or TT41 MAGNETS or TI8 MAGNETS IN BAD STATE

53. EAST MSE IN BAD STATE

54. TT40 TOO LOW (or  TOO HIGH) INTENSITY

55. VACUUM PLATES IN 5 IN BEAM

56. MDHW / QSE in 5 in bad state

57. MKE MAGNETS LSS4 OVER-TEMP

58. 1 or 2 TBSE in with TED TT40 out

12.2 Structure of the SPS SIS permits
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Figure 6 : SIS permits for the SPS injection line TT10.
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Figure 7 : SIS permits for the SPS North Area extraction and transfer line.
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Figure 8 : SPS permits for the SPS East Area extraction and transfer lines.
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Figure 9 : SIS permits for the SPS West Area extraction and transfer lines.
12.3 Architecture of the LHC and SPS BIS
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Figure 10 : Architecture of the LHC BIS. 16 BIC crates are installed around the LHC, two at each point.
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Figure 11 : Conceptual architecture of the LHC injection interlock systems. There are 2 systems, one in IR2 (LHC ring 1 injection) and one in IR8 (LHC ring 2 injection).
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Figure 12 : Architecture of the future SPS BIS with 6 BIC crates installed, one in each access building (surface) Ban.
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Figure 13 : Conceptual architecture of the fast extraction BIS of the SPS for extraction to LHC ring 2 and CNGS (BA4) and to LHC ring 1 (BA6). 
12.4 Machine mode

The machine mode describes the current desired state of the machine as viewed from the operation group. The mode is used to inform various accelerator systems about the current ‘activity’ of the machine, about the beam type and, for the case of the SPS, about the beam destination. The mode is nearly static information that is changed a few times per day at most, or whenever the SPS super-cycle is changed. The mode change is performed by the machine operation crew.

In the context of the software interlock system the mode information is used to condition the interlock logic, since certain interlocks only apply under certain running conditions.

To clarify this concept we present anticipated machine modes of the SPS and the LHC.

12.4.1 SPS Machine mode

The SPS machine mode as defined currently by an obsolete NODAL program is structured into a number of levels. Those levels are used by SSIS to condition interlocks. 
In the future the mode information will be re-organized and will be made available through the LHC Control Software (LSA).

The mode is organized in 2 levels. The first level applies to the entire accelerator complex, while the second level describes details of the different types of beam transfers and extractions.

12.4.1.1 Level 1

The first level of the mode describes the state of the machine:

· Shutdown

· Access

· Beam operation

12.4.1.2 LEVEL 2

The second mode level is organized by outgoing particle transfer (or extracted beams). The SPS particle transfers are:
· LHC-RING2
· LHC-RING1
· CNGS
· FTARGET

For each particle transfer the mode consists of the particle type information and of the exact destination of the beam within the particle transfer.

Particle types:

· Proton
· Ion
Destinations:
· LHC-RING2:

· TT40-TED

· TI8-TED

· LHC

· LHC-RING1:

· TT60-TED

· TI2-TED

· LHC

· CNGS:

· TT40-TED

· T40-TARGET

· FTARGET:

· TED-TT20

· NORTH-TARGETS
12.4.2 LHC Machine Modes

For the LHC the mode structure is simpler due to the absence of extracted beams.

12.4.2.1 Level 1 

The first level of the mode describes the main activity of the machine. This level is what most people currently referred to as the ‘LHC mode’. Possible modes are:

· Shutdown

· Access

· Pre-injection

· Injection

· Filling

· Ramp

· Adjust

· Stable beams

· Unstable beams

· Recover

· …

12.4.2.2 Level 2

The second mode level indicates the particle type:

· Protons

· Lead ions

· Sulphur ions

· …
