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1. Introduction
The aim of the LHC Orbit Feedback System (OFS) is the simultaneous stabilization of the orbit for the two LHC beams during all operational phases of the machine. This digital feedback system involves two large equipment systems of the LHC:

· The Beam Position Monitor (BPM) system with 1056 BPMs distributed over the two rings. 
· The Closed Orbit Dipole (COD) system that consists of approximately 1060 corrector magnets distributed over the two rings. 
To analyse the measured beam position and eventually steer the beam towards the desired reference position, one or more feedback controllers must acquire and analyse the orbit data, evaluate adequate corrective deflections for the CODs and send these corrections to the COD PCs. 
This document presents the functional specifications for controls aspects of the LHC orbit feedback system. 
In the first part of this document, the stabilization requirements are shortly summarized and the BPM and COD systems are described, with emphasis on their real-time capabilities. The principle of the orbit correction algorithms is presented.

In the second part the controls requirements for this real-time system are discussed in detail.

2. STABILIZATION REQUIREMENTS

The stabilization requirements on the OFS can be separated into global and local stabilization [2].

2.1 LOCAL STABILIZATION

A local stabilization requirement applies only to a section of the a ring, extending from a single point to the length of one interaction region (several hundred metres). 

A number of systems / components of the LHC require local orbit stability to be able to fulfil their own requirements. 

· The collimation system has the most stringent requirements, with a position stability of ( 0.3, where  is the r.m.s. beam size at the collimator jaws in IR3 and IR7. Since the beam size  shrinks by almost a factor 4 between injection and 7 TeV/c, the requirements are most stringent at top energy. With   in the range of 120 to 400 m at the different collimator jaws, the requirements translate into position stability between 40 and 120 m at top energy. The stabilisation is required during all operational phases.
· Protection devices are passive beam absorbers that are installed at strategic places around the rings to protect machine components against beam induced damage. Some devices are installed in IR2 and IR8 as protection against badly injected beam (e.g. TDI). The TCDQs are installed in IR6 downstream of the beam dump extraction kickers as protection against un-synchronized beam aborts. To ensure a correct functioning of the protection devices, the orbit must be stabilized locally. The typical stability requirements are in the range of 0.5. 
· The transverse damper must stabilize the beam in the presence of coherent instabilities and damp transverse oscillations of the injected beam. It is installed in IR4. Due to the limited dynamic range of the BPM electronics, the orbit must be stabilized to 0.5 around IR4. A good stability in IR4 will also profit to the resonant BPM that is used to measure the tune of the beams with micrometer amplitude oscillations (without emittance blow-up).
· Stabilization of the collision point should be performed by a feedback on the measured luminosity which is in principle more reliable for collision overlap optimization than a stabilization based on beam position measurements (mainly because of systematic effects of the BPMs surrounding the IR). The orbit feedback can however significantly improve the stability of the beams at the interaction points by maintaining a stable global orbit over the two rings [2].
· The TOTEM experiment aims for a measurement of the total proton cross-section and for studies of small angle proton-proton scattering [11]. Their movable detectors, installed inside so called 'roman pots', are installed around the CMS IR. During data taking the detectors will move close to the beam (~10). To improve the data reconstruction and physics analysis, they require a stabilisation of the beam at the roman pots on the 10 m level. ATLAS intends to have a similar setup in IR1. This special stabilisation is only required during a subset of the physics runs.
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Figure 1 : Layout of the LHC machine. The ATLAS experiment is installed in IR1, ALICE in IR2, CMS in IR5 and LHCb in IR8. 
2.2 Global stabilization

There are no hard requirements on the global stability of the orbit in the LHC. The traditional requirement on the global orbit of proton machines is to maintain a sufficient distance of the proton beam to the aperture. 
The collimation system and the protection devices play their protective role in intercepting particles before they reach the machine aperture or superconducting elements. To ensure that those devices always define the mechanical aperture, the orbit in the LHC is not allowed to drift by large amounts, since this may shift the aperture to any point in the ring. For that purpose the beam position should be stabilized to better than 0.5 mm r.m.s. globally at injection. The requirements are more relaxed at top energy.
A second requirement concerns machine operation. Even though for proton beams the orbit is not critical (as long as the beam remains inside the acceptance), operation is significantly smoother when the orbit is stabilized to 0.5 mm r.m.s. around the entire machine. 

It is foreseen that the systematic drifts of magnetic fields are compensated through a feed-forward scheme. To reduce perturbations from feed-down effects of higher order multi-poles on the orbit it is helpful to stabilise the orbit to 0.5 mm r.ms. globally.

Electron clouds in the vacuum chamber may limit the allowed bunch intensity and bunch spacing. To preserve the ‘scrubbing efficiency’, that reduces the effect of electron clouds, it is desirable to maintain a stable global orbit within 1 mm r.m.s or better.

2.3 SOURCES OF ORBIT PERTURBATIONS

The orbit at the LHC will be subject to a number of perturbations. The initial objective for the orbit feedback system was the correction of dynamic effects due to the LHC super-conducting magnets [3]. The sources for orbit perturbations can be categorised into the following categories.
2.3.1 Machine inherent sources

1. Dynamic field effects due to persistent currents are a concern on the injection plateau and during the snapback at the start of the ramp. The time constant of the persistent current effects is 15 minutes on the injection plateau and  20 seconds during the snapback [2,3]. The expected r.m.s. orbit drifts are in the range of 1 to 4 mm.

2. Optics and response matrix changes during the beta-squeeze at 7 TeV/c can lead to large orbit changes. Such effects have been a severe problem at LEP due to the absence of orbit feedback. Without any correction the r.m.s. orbit may change by 2 up to 30 mm (for magnet misalignments of 0.5 mm r.m.s.).

3. Magnet calibration errors, remnant fields… and other imperfections may produce slow orbit changes during the ramp from 0.45 to 7 TeV/c.
2.3.2 Environmental sources

Environmental effects such as ground motion, temperature changes, cultural noise due to the activity on the surface. 

Ground motion affects the LHC orbit during all operational phases. It is propagated onto the beams mostly by the quadrupoles. The power spectrum of the disturbance on the LHC beam can only be estimated roughly from local ground motion measurements in the tunnel and from the LEP and SPS experience. Present estimates indicate that ground motion noise above 1 Hz should not pose a problem. 

2.3.3 Failures

On average each COD compensates a random quadrupole misalignment of about 0.4 mm r.m.s. by a deflection of 8 rad. Present design estimate show that about every 100 hours one of the 1060 COD power converter may fail. In this case the orbit is shifted typically by 0.9 mm r.m.s., exceeding the collimation and protection tolerance by an order of magnitude. The time constant of this type of failure is for most of the CODs (MCB type) about 60-80 seconds. 
3. LHC ORBIT CORRECTOR SYSTEM

The Closed Orbit Dipole (COD) system consists of approximately 1020 corrector magnets distributed over the two rings. With the exception of some CODs installed next to the low-beta triplets in IR1 and IR5, each COD steers the beam either in the horizontal or the vertical plane. The number of vertical and horizontal magnets is identical. Each COD is powered by an individual Power Converter (PC) that is controlled by a Function Generator Controller (FGC). A number of FGCs are linked over a real-time WorldFIP (WF) bus to a PC gateway (PC-GW). The WF bus is expected to be operated at 50 Hz. The CODs control is spread over about 50 PC-GWs.
Due to high inductances and very small Ohmic resistances, most CODs have circuit time constants in the range of 100-200 seconds. The digital control loop of the PC is able to boost the response of the COD circuit for SMALL signals by taking full advantage of the available voltage margin. The PC control loop has a non-linear design and limits the maximum rate at which the current in the magnet can be changed to
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This rate limit is independent of the corrector circuit parameters. The transfer function between reference current Iref and actual current ICOD can be written as
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where k is the sample index,  the intrinsic system delay and Tsampling the sampling period of the PC control loop. The resulting COD deflection  can be written as
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with I the actual and Inom the nominal current in the magnet, BLmag is the integrated dipole field in units of Tm for I = Inom . p is the beam momentum in GeV/c. C is a possible calibration factor (nominally C=1) that describes the linear deviation of the individual magnet from above conversion formula. The following table summarises the parameters of the most common closed orbit dipole correction magnets.
Table 1 : Orbit corrector magnet types and circuit parameters.

	Magnet type
	B [T]
	Lmag [m]
	BLmag [Tm]
	Inom [A]

	MCBH(V)
	2.93
	0.647
	1.90
	55

	MCBCH(V) @1.9K
	3.11
	0.904
	2.81
	100

	MCBCH(V) @4.5K
	2.33
	0.904
	2.11
	80

	MCBYH(V) @1.9K
	3.00
	0.899
	2.70
	88

	MCBYH(V) @4.5K
	2.50
	0.899
	2.25
	72

	MCBXH
	3.35
	0.45
	1.51
	550

	MCBXV
	3.26
	0.48
	1.56
	550

	MCBWH(V) (NC)
	1.1
	1.7
	1.87
	500


At 7 TeV/c a COD may produce a 1 Hz oscillation of the beam with amplitude of ( 13 m or more at a location with high betatron function in the LHC arcs ( ~ 180 m). Although this number looks very small, an adequate combination of CODs by a SVD correction algorithm may produce total amplitudes that are 2 orders of magnitude larger (see below).
4. LHC BEAM POSITION MONITOR SYSTEM

The Beam Position Monitor (BPM) system consists of 1056 BPMs distributed evenly over the two rings. Each BPM delivers a horizontal and a vertical beam position. The BPM acquisition system comprises ( 70 VME front-end crates installed in the surface buildings of the 8 LHC access points [1]. Each front-end crate handles up to 18 BPMs (horizontal and vertical position).
The BPM electronics is based on a bunch-by-bunch wide-band-time-normaliser circuit that is able to measure the position of all individual bunches in the machine. The closed orbit measurements is obtained by an average over all bunches and over up to 224 turns, which corresponds to one 50 Hz period (20 ms). This choice is based on the LEP experience where such an average reduced the 50 Hz electronics noise on the closed orbit data, but depending on the quality of the LHC BPM system, it may be possible to change the number of turns for the average. The resolution of the closed orbit measurement ranges from 5 m for a nominal LHC beam (( 2800 bunches with 1011 protons each) to 20 m for a single pilot bunch (5×109 protons). It is important to note however than systematic shifts of up to ( 100 m may occur when the bunch intensity is varied between nominal and pilot.
The present nominal (design) sampling frequency for the orbit data is 10 Hz [2,10], but SPS tests have shown that sampling frequencies of up to 100 Hz are possible for a crate that handles 4 BPMs (nominally 18) and that is not required to deliver other data.
Besides the closed orbit data, the BPM system is also capable of delivering up to 100’000 single turn measurements for each BPM and each plane. Such multi-turn data is used to study beam stability, optics errors… While the acquisition of closed orbit and multi-turn data may proceed in parallel, the readout of the data from the front-end crates must be carefully designed to avoid interference of the real-time closed orbit data stream with the multi-turn data.
5. Orbit CORRECTIOn ALGORITHMS

Although the details of the correction algorithms do not directly influence the control requirements, their implications are sufficiently important to present a short outline of the most important concepts.

5.1 Orbit Correction PRINCIPLE 

The aim of an orbit correction is to steer the beam position at a number of locations (from a single point to an entire machine) using the Closed Orbit Dipole magnets. The position of the beam is measured by M BPMs distributed around the circumference of the accelerator, while the correction is performed by N CODs. The measured beam positions (horizontal, vertical or both) are stored in a vector
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where ui is the position at the ith BPM. 
The deflections at the CODs are stored in vector 
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with (j the deflection of the jth COD. 

Orbit and corrector changes are related by the orbit response matrix 
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where element 
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represents the response of the ith monitor to a unit deflection at the jth COD. It is important to note the following points:
· The linear relation between deflections and orbit response is sufficiently accurate for all practical purposes. Non-linear terms can be neglected for feedback issues.
· At the LHC, the coupling terms between the horizontal and vertical planes are small and may be neglected. For the feedback one may assume that orbit correctors affect the orbit only in the plane of their deflection.

· The two LHC beams are mostly kept in separate vacuum chambers. While the large majority of the CODs only affect one of the beams, a few CODs in the insertion regions introduce coupling between the two rings.
Given a target closed orbit 
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required to minimize the r.m.s. difference between the measured orbit 
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Two common algorithms to solve this least square problem are MICADO and SVD.
5.1.1 MICADO algorithm

MICADO [4] is an algorithm that searches iteratively for the most effective corrector, i.e. the corrector that provides the largest decrease of r.m.s. among the set of available correctors. The algorithm is based on Householder transformations, and we will not give any details here since it is not the preferred algorithm for the feedback.
The numerical complexity of MICADO scales with the third power of the matrix size.

This algorithm needs conditioning of the response matrix (removing of certain COD combinations) which makes it less favourable for a robust automated control.
5.1.2 SVD algorithm

SVD (Singular Value Decomposition) is able to invert singular or close to singular matrices [5,6]. The SVD algorithm decomposes a matrix R of dimension M×N into 



[image: image17.wmf]T

RUWV

=

,
 MACROBUTTON MTPlaceRef \* MERGEFORMAT (5)

where W is a M×M diagonal matrix with non-negative elements
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V is a M×M orthogonal matrix and U a N×M column-orthogonal matrix
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The solution to Equation 1.4 is given by
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where W-1 is the inverse of W with 1/wi set to 0 for all eigenvalues wi below a preset threshold i. Matrix 
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is the pseudo-inverse matrix of R (it is not in general the inverse matrix of R). The sensitivity of the orbit correction procedure to local structure is controlled with i: the smaller the cut-off value, the more sensitive the correction becomes to local effects. A very small cut-off allows more precise local corrections, but at the same time it also makes the correction more sensitive to BPM errors.  A feature of the pseudo-inverse matrix is the minimisation of the orbit and of the deflection strengths. Singularities are solutions yielding large corrector strength change for small changes of the orbit. Such solutions correspond to the smallest eigenvalues and may be eliminated by an appropriate choice of the cut-off parameter i.
The numerical complexity O of the commonly used SVD decomposition is not strictly deterministic but can be approximated by [6] 
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The decomposition algorithm itself scales with the third power of the matrix size, which is unfavourable for automated control given the LHC target frequency and the available computing power. 
However, equation 1.8 indicates that once the matrix decomposition has been performed and 
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has been constructed, the orbit correction consists merely of a matrix multiplication with a constant quadratic complexity. The correction is deterministic and can be quickly computed. For a global correction of the LHC, M = 528 and N ( 277 for one plane and one ring, the SVD decomposition algorithm alone requires approximately 1.6 seconds of computation time on a Xeon processor running at a 2.8 GHz clock and 400 MHz front-side bus frequency (memory being the bottleneck). Depending on the CPU performance a few seconds are therefore required to re-evaluate the pseudo-inverse corrections for both planes and rings of the LHC. Since in general the two rings are coupled, the full matrix for each plane is of size 1056x530 corresponding to a SVD computation time of about 14 seconds.
On the other hand, less than 10 milliseconds are necessary to obtain the corrector deflections for both rings once the pseudo-inverse matrices are available.
5.2 LOCAL CORRECTIONS

Local orbit corrections may be handled in a similar fashion using the SVD algorithm as basis. The number of monitors and correctors is restricted to the area of interest, with typically M, N ( 10-20. The principle described above can be applied directly to the reduced matrix, but to ensure that the correction remains local around the selected area and does not disturb the orbit of the entire ring, 2 orbit correctors on either side of the region must be added to ensure the closure of the correction under all conditions. Because of the linearity of the problem, it is possible to describe to closed local correction by a single matrix that includes the corrector strength for closure.
5.3 COMBINED LOCAL AND GLOBAL CORRECTIONS

Local and global corrections based on the SVD algorithm may be easily combined into a single matrix. The principle of this strategy is to first apply a global correction on the incoming orbit and consequently apply local corrections on top of the predicted orbit after global correction.
The predicted residual orbit following a the global correction is
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where I stands for the unit matrix. A local correction in a region labelled by the index k and represented by a pseudo-inverse matrix 
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For L non-overlapping local loops, the final corrector deflection increments are
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where A is a the final matrix for the combined global and local correction.
The entire correction can be cast into a single matrix multiplication. The advantage of such a scheme is that the size of the matrix multiplication remains constant, irrespective of the number of local corrections. The time required to prepare the full matrix is on the other hand more important.
6. CONtrol ALGORITHM

The task of the feedback controller in finding a proper set of deflections solving equation 4 can be separated into two domains:

· Space Domain: Compute steady-state corrector setting 
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· Time Domain deals with the computation of 
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 and response in time while keeping other constraints as e.g. the minimisation or avoidance of overshoot and optimise the robustness of the system in order to be less sensitive to noise.
For small steady-state deflections the coupling in the time domain between the individual CODs can be neglected and each COD can be treated separately. Figure 1 shows the simplified orbit feedback control loop in time domain.
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Figure 2: Schematic feedback design in time domain. D(s) denotes the controller function and G(s) the machine response. The transport lag response exp(-s) is separated from the machine response. The two predictor paths, the Smith Predictor and rescaling path, are described in the text.
Without the two predictor paths (rescaling and Smith Predictor) the feedback design is based on a classic negative feedback approach with a controller D(s), a plant G(s) and a feedback path that is added with a negative sign to the reference input. The classic design is chosen for the following reasons:

· There are more than 3000 devices. The design choice maximises the configurability and robustness in case of a partial system failures, for instance unavailable BPMs or CODs. In such case e.g. only one COD time domain controller has to be removed and the pseudo-inverse matrix modified without affecting other feedback parameters.
· The additional inner loops enhance the feedback performance and handle certain constraints like delays, rate limits and maximum current limits. They may be implemented at a later stage or be disabled in case their functionality has to be tested or is suspected to be erroneous. 
6.1 The main controller

Before they are send to the PC-Gateways, the deflections must be converted to current using the equations from section 3. 

A general linear controller can be expanded using the linear coefficients ai and bi to

[image: image34.wmf]å

å

=

-

=

-

D

+

=

hist

hist

N

i

i

k

i

N

i

i

k

i

k

I

b

I

a

I

0

1

,
where I is the absolute current and I the current increment of sample k. Nhist denotes the number of samples kept in a history buffer.

The PID (Proportional Integral Differential) controller is the most common and best understood controller type. We use the following digital representation, where the integration and differentiation times are set equal to the sampling time:

[image: image35.wmf](

)

(

)

(

)

[

]

2

1

1

2

-

-

-

D

+

D

+

-

D

+

+

+

=

k

d

k

d

p

k

d

i

p

k

k

I

K

I

K

K

I

K

K

K

K

I

I


K is the total loop gain, Kp the proportional gain, Ki the integral gain and Kd the differential gain of the controller. It is important to note that there are other PID representation: tuning rules and in particular gain values are general not inter-exchangeable. For this numerical representation, halving the integral gain corresponds to doubling the integration time constant and doubling the derivative gain corresponds to doubling the derivation time constant. Integral and derivative gain values of 1 correspond to integration and derivation time equal to the sampling time. 
The PID parameters of each COD family will rarely change.  Optimisation may only be required when for example the loop delay or the PC control are changed. For initial operation of the orbit feedback control loop, when the response of the CODs and BPMs may not yet be precisely known, one may chose a pure integral control. The proportional and derivative term are set to zero. The integral gain Ki may be increased from zero and varied within the range
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which covers the cases of no-feedback up to the maximum integral control that can be considered to be safe while running with the feedback sampling of T.
Later the gains may be optimized using the Nichols-Ziegler method described in [7] or be based on orbit corrector circuit design and on the expected magnitude of orbit perturbation.
6.2 Compensation of Delays

The total loop delay is the time from the acquisition of the orbit until the correction is applied to the beam. Delays due for instance to the numerical computation and to the data transfer through the Ethernet have a deteriorating effect on the feedback response. PID gains calculated for an ideal case without delay may cause loop instabilities. Since the sampling frequency may evolve with time, changes of the total loop delays have to be anticipated. There are two methods to counteract the effect of a loop delay that differs from the device value.
1. The PID gains can be detuned from their optimal values by applying a reduction factor of 1/R to each gain, where R is the additional delay in units of the sampling delay. This method is applicable within certain limits for small delays.
2. A more efficient way to compensate the effect of even very large transport delays is to use a Smith Predictor. The Smith Predictor path adds an inhibit signal to the input signal of the PID until the requested deflection is effective on the beam [8]. At the LHC the output ISP of the Smith Predictor is given by

[image: image37.wmf])

(

)

(

)

(

d

-

-

=

k

I

k

I

k

I

sim

sim

SP


where  is the delay and Isim the COD simulation using the equation from section 3 (with =0).
6.3 Rate and Saturation limit Compensation

When the currents requested by the control algorithm exceed the maximum COD ramp rate, the current of the corresponding COD will be clipped internally by the PC-Gateway leading to possible instabilities and an inconsistent orbit correction. 

This effect can be compensated using an internal rate limiter. The factor
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gives the ratio of requested to maximum possible ramp rate, determined for each power converter. When L is larger than 1, the output vector from space domain has to be normalised by 1/L and the controller values be re-evaluated. Alternatively the scaling could be performed before calculating the output of the time domain controller. Though the second option seems to be simpler, it has the drawback of not including potential clipping due to the feed-forward path.
7. FEEDBACK LOOP ARCHITECTURE
Two feedback architectures that combine global and local corrections may be envisaged for the LHC.

A first scheme is based on a frequency decoupling of independent global and local feedback loops. In such a scheme each local stabilization loop operates independently at the highest possible frequency with a subset of dedicated BPMs and CODs. BPMs and CODs that are not used for local corrections are used for a global correction. To avoid interference of the global loop on the local loops, the global loop must run at a significantly lower frequency or with a low gain. Furthermore, the global loop may only used COD magnets that are not already part of a local correction loop. Such a scheme may not be feasible at the LHC since the maximum frequency of the local loops is only around 50 to 100 Hz, and a global would have to run at a frequency below 5 Hz.
A second scheme consists in combining local and global corrections into a single global feedback loop, based on the correction principle outlined in section 5.3. In such a case, the entire orbit information must be concentrated in a single central point for processing. This architecture is presently preferred, in particular because it provides a significant gain in flexibility and because the maximum sampling frequency of the system is limited for the LHC.
8. FEEDBACK CONTROLLER
The Orbit Feedback Controller (OFC) is at the heart of the Orbit Feedback System. It is the central data processing unit of the local or a global digital feedback loop. The key tasks of the OFC are:
· Collection of the BPM data from the relevant front-end computers (section 4).

· Comparison of the measured orbit with a reference.

· Calculation of new deflections for the CODs from the measured orbit deviations using an appropriate algorithm (section 5).
· Evaluation of the new COD settings using a selected control algorithm (PID, Smith Predictor…) as described in section 6.
· Conversion of the deflections from angles to PC currents using the magnet calibration data and the beam energy (section 3).
· Transfer of the new settings to the PC gateways to be used as real-time input (section 3).

Those tasks must be executed for each new data sample with the minimum possible delay. Furthermore the delay must be constant. This component of the OFS will be referred to as the ‘Controller’.
Besides those main tasks, a number of service actions, that are either less critical or of high(er) complexity, need to be executed with lower priority. Those activities are not directly part of the primary functions of the feedback system:
· Continuous verification of the data quality (faulty BPM readings) and of the state of the COD PCs (detection of faults).
· Monitoring of the machine state (energy, optics [defines the response matrix R between BPMs and CODs, Equation (3)

], mode [injection, ramp, squeeze…]) to trigger appropriate actions. For example, when the optics is changing, the response matrix must be re-evaluated from the optics parameters at each element or fetched from a repository.
· Update of the orbit response matrices and quantities derived from it (SVD decomposition…) whenever the relevant machine or equipment conditions are modified.

· Interface to machine operation and experts.

· Data logging.
The controller and service units essentially differ by their criticality. While during most machine phases, a temporary unavailability of the service unit will not stop the feedback, the loop stops immediately when the controller is no longer operational. 
The segmentation of the orbit feedback controller shown in Figure 2 gives the possibility to change the implementation of the Controller module without necessarily changing the Service module as well, in case the performance, reliability etc. must be improved.
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Figure 3 : Schematic layout of the OFS. The central OFC can be split into a high priority controller unit and a service and support unit. 
8.1 FEEDBACK PARAMETERS
Operation of the OFC requires a number of machine and hardware related configuration parameters. The values of the parameters defined the behaviour and performance of the feedback loop. Some of the parameters may be set by the users, other depend directly on the LHC machine cycle. While some parameters are static, others depend on the time in the LHC machine cycle or on the status of the BPMs and CODs. 

The following list presents the most relevant parameters:

I. BPMs and CODs:
a. Static:

· Mapping of element to front-end computers, respectively to data packets.
· Calibration and gain factors.
· Maximum COD current and ramp rate.

b. Dynamic:

· List of operational BPMs and CODs.
· Reference Orbit.
II. Space Domain:

· Pseudo-Inverse of the response matrix.
· Machine optics.
· Energy.
III. Time Domain:
· Total loop gain K.
· PID gains Kp, Ki and Kd .
· Total system delay.
8.1.1 Space Domain
The pseudo-inverse response matrices are defined by the machine optics and by the selected BPM and COD configuration. Their dimension is determined by the number of BPMs and CODs per plane. Since the BPM and COD layout and their distribution over the ring will not change within one running period, it is useful to keep: 

1. A constant dimension m for the orbit input and n for the COD output vector. The maximum value for m and n may be chosen to be larger than the actual number of BPMs and CODs in the machine and the additional rows and columns in the pseudo-inverse matrix set to zero. Rows and columns corresponding to non-operational (‘disabled’) BPMs and CODs must be zeroed.
2. A constant mapping from the logical device name to their index in the
BPM input and respectively COD output vector.
This ensures that the computation time does not depend on the active BPM and COD configuration. This simplifies the determination of the worst case execution
time of the process which required for the design and to prove the compliance with timing constraints. In addition, it is helpful to choose for m and n favourable values, e.g. multiples of two or 2^k that are suitable for the algorithms and memory architecture.
The pseudo-inverse response matrix is defined by:

a. The active BPMs.
b. The active CODs.
c. The machine optics and orbit response matrix R.
d. The sorted eigenvalues (from largest to smallest) and eigenvectors.
e. The eigenvalue cut-off, either:
a. The number of eigenvalues to be used.
b. The cut-off for the selection of the eigenvalues and eigenvectors, expressed in fraction of the largest eigenvalue. All eigenvalues that are smaller that the cut-off are rejected.
8.1.2 Time Domain

The power converters are designed to give the same non-linear response independent from the load. Hence it is possible to use one gain factor to describe the PID controller for each plane. The controller depends on:

1) PID parameter Kp, Ki and Kd.
2) The total gain K scales the PID parameters: normal operation: 0-1 with 0=’off’ and  1=’nominal’.
3) Rate limiter: maximum COD ramp rate.

4) Smith-Predictor-branch:

· ON/OFF
· Delay 
· COD transfer function and maximum ramp rate.
8.2 Parameter updates and external conditions
The update frequency and conditions for the various parameters differ significantly.
8.2.1 BEAM ENERGY

During the 20 minute long LHC ramp, the average energy change is ( 5 GeV/s. At 450 GeV/c this corresponds to a 1% change. The beam energy must be updated approximately once every one to two seconds. Clearly the most critical moment is the first part of the ramp. The energy information must be obtained from the machine timing system (telegram).
8.2.2 BEAM OPTICS

The beam optics defines the strength of the magnetic elements of the LHC and the response of the closed orbit to any form of ‘perturbation’, be it intentional (steering with a COD) or not. 

Optics changes must be detected with a minimal delay to trigger changes of the response matrices, the reference orbit and possibly of gain and filter parameters. When the machine optics changes, the orbit response matrix must be updated and, for the case of a correction using SVD, a new pseudo-inverse matrix must be calculated. This CPU intensive operation must be performed within the Service and Support module and not inside the Controller itself. 

Optics changes do not occur randomly but follow the machine cycle (injection, ramp squeeze). Since the sequence can be anticipated, the CPU intensive operation may be prepared in advance. As long as the list of faulty elements (BPMs and CODs) does not change, all the required information may be re-used from one machine cycle to the next. 

When the beams reach their target momentum (nominally 7 TeV/c), the optics around the interaction points will be adjusted in steps to reduce the beam sizes at the collision points. This operation, the “squeeze”, is done on a timescale of a few minutes. Due to the large change of the machine optics, at least 10 intermediate response matrices will be required to cover the full change. All matrices must be prepared just before the squeeze, taking into account the available monitors and correctors, and be ready for use by the controller before the actual squeeze starts. Taking into account the typical time required to evaluate the pseudo-inverse matrices and the number of intermediate optics required during the squeeze, a delay of a few minutes must be foreseen between the end of the energy ramp and the start of the squeeze in the normal LHC operation sequence. The precise time will obviously depend on the detailed OFS design.

The matrix and the reference settings must be updated in the controller without perturbation of the feedback operation: the optics switching must be performed between two consecutive samples. A possible solution would imply to store a number (two or more) of matrices and settings in memory and to switch from one set to the other once a new set is ready for use.
8.2.3 ELEMENT failures 
In case of a failure of a significant number of BPMs or of one of more CODs, the same update procedure for the response matrix and associated inverse matrices must be performed as soon as possible. It is more critical for faulty CODs than for faulty BPMs.
8.2.3.1 monitor failures

Beam position monitors may fail either individually or in groups (front-end failure). The criticality of a BPM failure depends on a number of factors, in particular the total number and their geographical distribution. For a local loop every BPM is in general critical, while in global loops an isolated faulty BPM does not in general cause a serious problem.

For a global orbit correction, the failure of isolated BPMs can be tolerated without necessarily updating the response matrix. The correction strategy will be optimized to minimize the sensitivity of the correction to isolated failures. A continuous surveillance of the state of all BPM must be performed in the Service Module, and a re-evaluation of the pseudo-inverse must be triggered when the change in the number of faulty BPMs exceed a programmable threshold.

For the local corrections, the matrix must be re-evaluated as soon as a monitor fails.

In the interval between monitor failure and update of the pseudo-inverse matrix, it should be assumed that the reading corresponds to the target value, i.e. um – uT = 0 for the faulty element.

More details on strategies to cope with element failures are described in the appendix, section 17.

8.2.3.2 COD failures

Contrary to the situation where a monitor fails, the consequences of a faulty corrector magnet are more severe because the magnet is used actively to steer the beam. Again the criticality is much higher for correctors used in a local correction.

For an arc corrector the time constant of the current decay is slow, of the order of 100-200 seconds, and a reaction of the feedback within 1-2 seconds is adequate. In the case of normal conducting correctors, the time constants of ( 1-2 second require a reaction within a few milliseconds which seems out of question for the OFS. In such an event, the machine protection systems must eventually dump the beam if the beam excursions become excessively large.

As soon as a corrector fails, the pseudo-inverse matrices must be updated. Depending on the phase within the LHC cycle, it may be necessary to stop the FB loop to avoid divergent orbit corrections. The possibility to pause the FB loop must be provided for such events. 

More details on strategies to cope with element failures are described in the appendix, section 17.

8.3 NUMERICAL COMPLEXITY

A global orbit feedback for the LHC must stabilize the orbit in both rings based on the entire BPM information (or at least a very large fraction) and on the majority of the available orbit correctors.

Since the horizontal and vertical planes can be decoupled, the incoming data stream can be split in two, and the planes be handled separately. The size of the combined response matrix for both rings can be as large as ( 1100 x 550 for one plane. For a SVD (Singular Value Decomposition) type correction, the calculation of the deflections involves a multiplication of a matrix of size ( 550 x 1100 with a BPM position offset vector of size ( 1100. This corresponds therefore to 600’000 multiplications for each plane. The full matrix multiplication must be performed in less than 10-20 milliseconds to ensure that the total delay in the feedback loop does not exceed the time interval between two samples (see below) whatever the choice of the sampling frequency.
Where possible, the computations should be performed in 64-bits ('double') floating point precision to minimise potential numeric cut-off and rounding errors (most modern processors are optimised for 64bit floating point number). 
8.4 FEEDBACK STATE
The state of the OFC is defined by the short term history of the BPM input data and the short term history of the COD settings. The state of the system is changed by the OFC and may not be changed by an external user.
The depth of the history must cover 100 (?) samples.

9. TIMING and synchronization
9.1 Sampling frequency

As discussed previously, the ‘reference’ sampling frequency of the OFS is defined to be 10 Hz [2,10]. Tests at the SPS have shown that the BPM acquisition is able to cope with frequencies up to 100 Hz, at least for a front-end crate with a reduced number of channels (2 instead of 18). Although a reliable and high performance operation of the BPM system front-end is not necessarily guaranteed at such a high frequency due to the interference with other task (multi-turn acquisitions…), acquisition frequencies higher than 10 Hz are clearly achievable and must be considered to improve the performance of the OFS.
To achieve a good control, the sampling frequency of the system should be at least 20 to 30 times higher than the closed loop bandwidth. To anticipate un-expected sources of beam motion in the vicinity of the 1 Hz, and to take full advantage of the COD bandwidth of 1 Hz, the implementation of the OFS must therefore allow an increase of the sampling frequency to 25 Hz or higher.
The PC FGCs are accessed by the gateways over a deterministic WorldFIP bus. The WorldFIP bus will be operated at a frequency of 50 Hz. The operation frequency of the WorlFIP bus has important consequences on the sampling frequency of the feedback loop. To avoid unnecessary jitter in the loop delay, the WorlFIP frequency must be an integer multiple of the OFS sampling frequency. Possible sampling frequencies are therefore 50 Hz (n=1), 25 Hz (n=2), 12.5 Hz (n=4), 10 Hz (n=5), 5 Hz (n=10) ….

In conclusion, the interesting and technically achievable range of sampling frequencies extends from 10 to 50 Hz.

For initial commissioning of the LHC a frequency of at least 1 Hz should be achievable.

9.2 REALTIME DATA Synchronization

To ensure a fixed delay between BPM measurements and current change in the CODs, the BPM acquisition, OFC and power converter FGCs must be synchronized to a common clock. 
The power converter control will be synchronized to a precise UTC time reference distributed by the slow machine timing system.

The BPM bunch-by-bunch acquisition is synchronized with the Beam Synchronous Timing (BST) system. The signal that triggers an orbit acquisition is synchronized to the same UTC based general LHC machine timing system as the power converter FGCs.
The same timing reference must be available to the OFC to synchronize to the BPM and COD control systems. This allows online measurement of acquisition delays and timing jitters. A machine timing receiver card must therefore be installed on the computer that hosts the feedback controller, possibly also the service unit. 
9.3 Delays

The control process of the OFS must be deterministic. In particular the total delay must be fixed. The delay within the Feedback Controller (i.e. excluding the BPM acquisition and the delay due to the PC control system) must be smaller than the sampling period, i.e. less than 100 ms at 10 Hz, less than 40 ms at 25 Hz… The OFS must be a real-time system.
Sources of delays in the OFS:

· BPM acquisition system: acquisition length (number of turns for the averaging) and read-out of the acquisition boards.

· Network: transmission delays.

· Controller: packet reception, correction computing and packet sending. This delay must be smaller than the sampling period.
· COD control system: packet reception, WorldFIP bus period. 
9.4 MACHINE SYNCHRONIZATION

The OFS must be synchronized to machine timing events such as start of injection, start of ramp, end of ramp, start of squeeze … This requires that a machine timing receiver card must be installed in the computer that hosts the controller and possibly also the service unit.
10. MONITORING, DATA LOGGING AND POST-MORTEM
10.1 DATA AND PARAMETER LOGGING

Logging of the feedback state in the LHC logging database (i.e. orbit and COD settings) may not be necessary since this information will be part of the LHC machine state logging and need not be duplicated.
For expert diagnostics, it must be possible to record on request the entire state information of the OFS for every sample over selected parts of the LHC cycle. The location where this data should be stored must be defined at a later stage. For each sample the 2000 BPM readings and 1200 COD settings must be recorded. For a 20 minute LHC ramp and a OFS running at a sampling frequency of 25 Hz, this represents approximately 100 million ‘numbers’, i.e. around 0.5 Gbytes of data.
Orbit feedback parameter changes must be updated and maintained either through the LHC settings management system or by a ‘private’ logging system. A history of changes should be provided by the settings management system. This requirement does not apply to the response matrix.
10.2 DATA DISTRIBUTION

The service unit of the OFC must be able to distribute the available orbit information to interested clients. It may serve as a relay for the orbit data and transmit it to a CMW server for general distribution. It should be possible to configure the OFS (or only its controller) such as to only serve for data concentration and republishing through a FESA interface.
10.3 Monitoring

A monitoring of the OFS must be available in the control room. The latest state of the OFS must be updated at a frequency of 0.5-1 Hz. Parameters must be updated whenever they are modified.
10.4 alarms

The OFS must be able to send any relevant alarm condition to the CERN Alarm System LASER.
10.5 POST-MORTEM DATA
The OFS must receive the signals indicating a beam abort and the associated post-mortem freeze request. The depth of the post-mortem buffer must cover the equivalent of up to 1000 samples or a time span of 20 seconds before the beam abort. Both state and parameters of the OFS must be stored and delivered to the LHC Post-Mortem System.
11. FEEDBACK CONFIGURATION CHANGE
Both experts and operation crews will have access to the parameters of the OFS.
While experts may configure all available OFC parameters during operation (see previously discussed list), access must be restricted for non-expert users.
Operation crews use the OFC during normal operation conditions and may change the following parameters :

· Switch the feedback ON or OFF.

· Change the target orbits.

· Adapt the overall gain K (see section 6.1) within a limited range. 
· Disable selected BPMs for use by the feedback. This option provides a simple means to the operation crews to make local changes to the orbit over a given region without entirely stopping the feedback.  
11.1 Graphical user interface

A Graphical User Interface (GUI) shall display the state and parameters of the system and enable the direct interaction of the user with the system. It has to be possible to adjust selected parameters within defined limits (reference position, feedback gain etc.) and to configure other parameters.
The graphical user interface to control and configure the OFS will be integrated into the standard SPS and LHC java orbit steering application YASP.

12. FEEDBACK OPERATIOn PHASES
This section gives a short description of the main phases of LHC beam operation that are relevant for the orbit feedback. A short description of the main actions to be performed during or in preparation of those phases is given.

Requests for changes and commands will be either send by the sequencer or be set manually by the operator. 
12.1 INJECTIOn PREPARATION

While the LHC is prepared for injection, the list of available (operational) BPMs and correctors can be prepared using as basis the status at the end the previous run. The correct state of the COD power converter must be verified.

Once the list of available elements is established, the response matrices can be prepared, al least for the injection phase. The target orbit and the active response matrix for injection must be loaded. 
12.2 INJECTION

When the first beam arrives in a given ring, the feedback can immediately start steering towards the target orbit. Depending on operational procedures, it is possible that the feedback will only be switched on once the beam is circulating correctly and the tunes have been pre-adjusted.

It is important to note that during this phase, the beam may not be present permanently: beams may be dumped and re-injected to optimize the emittance, intensity spread within the beams… Also, a significant fraction of operation at injection may happen with a single beam. Special conditions may be required, in particular that certain orbit correctors in common sections are not used when only a single beam is present. This issue is dealt with using the configuration information and the correct response matrix.
The duration of the injection phase may last from a few minutes up to many hours (for studies at injection).  
12.3 RAMP PREPARATION
No special actions are required to prepare the ramp, except potentially an update of the reference orbits for the ramp.
12.4 RAMP

The feedback system will be informed that the ramp is starting by the machine timing system (through the timing interface card).
During the ramp, the energy change has to be tracked constantly in order to generate the correct PC current increments.

The target orbit for the feedback may change a certain points in the ramp. 
12.5 SQUEEZE PREPARATION

At the end of the ramp, a short time interval is required to prepare the feedback for the squeeze. The response matrices and references must be updated and adapted to the actual situation of operational monitors and correctors.
12.6 SQUEEZE

During the squeeze, where large orbit changes may be generated, the orbit feedback response matrices (and potentially also the target orbit) must be updated to follow the change of the machine optics. 
12.7 Stable beams
During stable beam the main (or even only) source of orbit perturbations should be due to ground motion. Depending on the amplitude of the beam movements compared to the measurement noise of the position monitors, it can be favourable to filter the incoming monitor data to reduce the noise.

It must be noted that the LHCb experiment may require small changes of their optics at the interaction point (similar to a small squeeze) to adjust the luminosity to the decaying beam currents. In that case, the situation is similar to the SQUEEZE PREPARATION/SQUEEZE point discussed above.
13. Interfaces and implementation constraints

The OFS, and in particular the service unit will require interfaces to:

· The LSA (LHC Software Architecture) control database that holds:

· Actual machine optics and expected optics of the current machine cycle.

· Optics parameters necessary to construct the response matrix R.

· Ramp functions (i.e. non real-time settings) of the COD for the current machine cycle.
It must be noted that presently the only available APIs for the LSA DB are written in JAVA.

· The LHC general machine timing (MTG) system using a timing receiver card installed in the computer that hosts the controller. An additional receiver card may be also required for the service unit.

· The CERN alarm system LASER to transmit alarms on the OFS state.

· The LHC post-mortem system.

· The high level LHC steering application YASP for configuration changes.

· The LHC sequencer for automated configuration changes.
It is not yet clear how and where to store the reference orbits and where to persist the OFS settings. One possibility could be the LSA DB. 
The service unit must implement a FESA server such as to be visible to control system actors like YASP and the LHC sequencer like a standard (FESA) device [12]. This facilitates the integration into the LHC controls architecture.
The OFS controller effectively performs the function of data concentrator for the BPM data packets. The avoid duplication of software development it must be possible to run the controller in a mode it only acts as a data concentrator and data publisher for the closed orbit data. In that function it must implement a FESA server and must be visible to control system actors as a standard FESA device. The data must be republished through the standard CERN middleware (CMW). The maximum data rate should be limited between 1 and 5 Hz. 
14. Feed-forward of corrections
The load on the OFS can be reduced significantly if the orbit is reproducible from one cycle to the next by anticipating perturbations using historical information. This is mainly useful for the ramp and the squeeze. 

To evaluate the reproducible components of the corrections, the evolution of each corrector current during a given part of the LHC cycle (ramp, squeeze…) must be available for a number of subsequent machine cycles. The correction is averaged over a certain time interval of the cycle (for example 1 second) and over the history of a number of cycles. It is then feed into the corresponding power converter functions using the LHC trim software package. In this way the average behaviour of the machine can be anticipated and corrected.

The analysis of the history data and the preparation of the corrector functions is best performed between two fills while the magnets are cycled and the machine is prepared for refill. Depending on the reproducibility of the machine, such a feed-forward evaluation need only be performed at intervals of a few days. Practical experience with the LHC will eventually define the frequency at which such a procedure should be performed.  
15. MODELLING AND SIMULATION

A complete simulation of the LHC orbit system including BPMs and CODs must be available for testing and debugging.

The OFC must be able to handle simulated position input data and the associated correction data must be routed to a simulated COD system. The loop can be closed by evaluating the effect of the simulated COD settings on the orbit and feeding it back to the controller.
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17. Appendix

17.1 MONITOR FAILURES

Beam position monitors may fail either individually or in groups (front-end failure). The criticality of a BPM failure depends on a number of factors, in particular the total number and their geographical distribution. For a local loop every BPM is in general critical, while in global loops an isolated faulty BPM does not in general cause a serious problem.

For a global orbit correction, the failure of isolated BPMs can be tolerated without necessarily updating the response matrix. The correction strategy will be optimized to minimize the sensitivity of the correction to isolated failures. A continuous surveillance of the state of all BPM must be performed in the Service Module (or directly in the controller), and a re-evaluation of the pseudo-inverse must be triggered when the change in the number of faulty BPMs exceed a programmable threshold.

We distinguish between two BPM acquisition states:

· 'Failure': The position acquisition failed and no measurement data could be obtained. 

· 'Error': The beam position is acquired but with an inconsistency between measured and real beam position. A detected BPM error may either lead to a correction (for example through calibration or correction for systematic) or cause the transition to the ‘fault’ state.

17.1.1 Failures

The following procedures are applicable in case of BPM failures:

ACTION A: Mark the affected monitor status flag and treat its measured to reference orbit difference as zero x=0.

Fill the BPM history buffer for the acquisition at the monitor location either with

i. an invalid number (e.g. MAX_DOUBLE or value outside the LHC aperture) preferably not zero,

ii. the value of the last valid BPM entry (zero-order-holder),

iii. the invalid value in case it is within the machine aperture.

ACTION B: Reduce of the total PID gain K and/or increase the low pass filter applied to the input data

ACTION C: Re-construct the inverse response matrix with the modified BPM and COD configuration (should be done in parallel to regular operation).


BPM failure modes:

1. Bunch acquisition failures: (handled internally by the BPM front-ends)

a. Single acquisition failure: The acquired data is not taken into account
for the computation of the orbit.

b. Multiple failures: causes reduced statistics for the orbit computation and a larger measurement r.m.s. If the orbit measurement r.m.s. exceeds a given threshold → ACTION B → (??internal/external warning)

c. All single bunch acquisition fail: → fall back to case 2

2. Orbit acquisition failure: → ACTION A

a. Single orbit acquisition failure: → ‘spike’. ACTION A

b. Multiple consecutive BPM failures: event rate estimator, if number of failures per time interval exceed threshold → mark and disable BPM → ACTION C

3. BPM crate failure: 
The LHC orbit acquisition has a monitor density that avoids a strong sensitivity to a single BPM reading problem (offset, missing reading…). It is not possible to ‘hide’ a local bump with a single missing BPM. For additional robustness the BPMs for both rings are alternated in the front-end computers. The following map illustrates how the BPMs of one half-sector are distributed over four crates A,B,C and D starting from the first BPM close to the IR to the last monitor in the arc centre (34R respectively 33L):

	Cell Nr.
	1
	2
	3
	4
	5
	6
	7
	…
	16
	17
	18
	…
	30
	31
	32
	33
	(34)

	Beam 1
	A
	B
	A
	B
	A
	B
	A
	…
	B
	A
	B
	…
	B
	A
	B
	A
	B

	Beam 2
	C
	D
	C
	D
	C
	D
	C
	…
	D
	C
	D
	…
	D
	C
	D
	C
	D


In case one BPM front-end crate totally fails, the beam has still a minimum sampling and the feedback may continue steering the beam in the affected region. 
a. Delayed/no Data reception: If the data does not arrive within t after the acquisition trigger was received → mark all monitors the corresponding crate → mark the crate loss event → case c. If the number of crate losses per time window exceeds a given threshold, the controller should give an internal warning. A systematic delay of one ore more crates requires manual intervention and rephrasing of the BPM front-end triggering. 
(??data may arrive while processing, flush receive buffer to avoid congestion in the next cycle → packet lost)

b. Congestion: multiple data from the same crate arrives → overwrite older information → congestion-counter+=1 → case c

c. Single acquisition failure of one or more crates: crate-loss-counter+=1
(circular buffers) →  ACTION A for all BPMs in crate

d. Multiple acquisition failure: if (crate-loss-counter>threshold) disable all BPMs in crate → ACTION C & warning

4. Multiple crate failure: → ACTION A for all BPMs in crate + send WARNING to operator.


17.1.2 BPM errors

In case the measured BPM data 
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 are affected by a constant systematic offset and scaling error (determined through calibration with another external reference), one can use the following compensation
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where ‘b’ is the offset of measured position with respect to the ‘real” position and ‘a’ the scale correction factor. For example, if the orbit (determined by an external reference) moves at the target monitor from 0 to 100 m but the BPM measurement shows a movement from 100 to 300 m then b=-100 m and a=0.5 for the monitor.
17.1.2.1 
spikes and outliers

Tests of the LHC BPM system indicate that spikes are more likely to occur than slow drifts of a single monitor. Let Dx[i] be the value of the i-th monitor with respect to the reference orbit and dx[i] the position change rate in m/s. Dx denotes the orbit r.m.s. of the input vector.  The following cuts may be used to identify an erroneous monitor:

1. |Dx[i]| > 3 Dx

2. |dx[i]| > 500 m/s

If one or more of the cuts applies, the monitor should be marked and treated as having a single closed orbit acquisition failure. Since there are twice as many BPMs as required to sample the betatron oscillations in the LHC, neighbouring monitors are likely to perform similar movements. 

Once the machine optics is well established, one may choose to interpolate the beam position Dx[i]’ and position change dx[i]’ from neighbouring monitors including the effects of CODs within the range of the neighbouring BPMs and apply the following additional monitor rejection cuts

1. |Dx[i] - Dx[i]’| > x m

2. |dx[i] - dx[i]’| > x’ m/s

with x and x’ being the rejection thresholds that are configured by the user. The second spike rejection algorithm is implemented and successfully tested at the APS synchrotron light source [reference: Decker…]
17.1.2.2 Beam related systematic effects

The BPM are designed to be robust and insensitive to changes in bunch intensity and bunch length within a large range. However there is a remaining systematic effect that is within 1% of the BPM half aperture on bunch length change and bunch intensity change. These dependencies are small, typically less than 100 m and presently not compensated. In order to detect conditions that would potentially lead to the mentioned systematic drifts, the controller could monitor:
· Bunch length (to be confirmed – very complex, can be done elsewhere than INSIDE the OFS): The user defines two thresholds. In case the average bunch length changes the controller should
a. Issue an internal warning  (thresholds 1) or 

b. Pause feedback operation (threshold 2) until either the operator resumes the feedback or the bunch length returns to their normal range.
· Bunch intensity: The user defines a intensity threshold (Imin) and percentage (k) (??number n) of bunches in the machine. In case the intensity of more than k (??n) of the bunches drops below Imin the controller should either:

a. Pause the feedback until the operator intervenes, or

b. Request a change of sensitivity by the BPM front-ends. The following procedure applies:

i. Pause the feedback loop.

ii. Wait until COD current have settled (~signal of Smith predictor path ~1-2 seconds).

iii. Average the BPM positions over a few (1-2) seconds.
iv. Request intensity sensitivity change from all BPM crates.

v. Wait N seconds for confirmation (disable non-confirmed crates).

vi. Average the BPM position over a few (1-5) seconds and use the averaged orbit as new orbit reference.

vii. Continue regular feedback operation

17.2 CORRECTOR FAILURES

Contrary to the situation where a monitor fails, the consequences of a faulty corrector magnet are more severe because the magnet is used actively to steer the beam. 

There are in total 1060 corrector dipole magnets.  There are three different failure cases:

17.2.1 quench or failure of a warm magnet 

This type of failure has a typical decay time constant of 350 ms and is in any case less than about 2 seconds which would require an intervention within the first few ms after the failure occurred. Such intervention seems presently not feasible. In such an event, the machine protection systems must eventually dump the beam if the beam excursions become excessively large.
17.2.2 power converter failure
Assuming that the CODs compensate an average quadrupole misalignment of 0.4 mm r.m.s., each CODs will deflect the beam by an average of 8 rad. The power converters are designed to have a mean time between failures (MTBF) of about 105 hours. This is equivalent to a power converter failure during operation every 100 hours. In case one COD fails the corresponding average orbit shift is 0.9 mm at a beta of 170m (arcs). Uncompensated or non-intercepted, this orbit shift violates the stability tolerances of the collimation system by an order of magnitude.

For a MCBH(V) magnet failure the effect on the global orbit can be compensated. For long term compensation, the faulty COD has to be deselected and the pseudo-inverse response matrix has to be recalculated. However this can only happen on a time scale that is much larger than the time scale of the PC failure. A fast temporary correction can be performed with 2 nearby CODs as illustrated in Figure 3. In that case the perturbation is kept local around the area of the faulty COD. 

[image: image42.png][nelyBuans sop 40O

w0

iﬂ ;1;\

[n7e] 30 pesijeusiou

45

35

25
phase [27]

2

15

05




Figure 4 : The effect of a failing COD can be compensated using neighbouring CODs that create almost the same betatron pattern (blue) as the perturbation of the faulty COD (red).
Though two magnets are sufficient for compensation, it is favourable to spread the compensation to a larger COD patterns in order to reduce the maximum required current per COD for the compensation and to increase the maximum slew rate. 

To minimise transients it is important that the delay between PC failure and the moment when the OFS is informed is short. A delay of 1 second causes a transient of 3% whereas a delay of 0.1 seconds minimises the ripple to about 10-3 (of what?). In order to guarantee a short notification delay, it is foreseen that the power converter gateway will send the status of the COD periodically through an active link. The OFS monitors the COD status and triggers an action in case a COD PC status changes during operation.

17.2.3 Failure of the power converter gateway: 

a) Temporary PC Gateway unavailability
b) Total PC Gateway unavailability

RECOVER scenarios:

(a) Pause the feedback and wait until the PC gateway recovers.
(b) If the delay exceeds N seconds, update inverse response matrix.
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